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Algorithms are more and more structuring our world and they are at the 
forefront of shaping our current and future bodies. We are increasingly 
intertwined with algorithmic calculative devices as we consume information, 
inhabit space and relate to the world around us. Calculative devices transform 
the nature of human subjectivity, pushing at the limits of what can be read, 
analyzed and thought about, and with new forms of data aggregation come 
also more advanced forms of profiling human behavior. While a lot of the 
developments around algorithms are meant to be beneficial for our wellbeing, 
AI may lead to new forms of manipulation and surveillance, not necessarily 
in the form of authoritarian politics but in a more hidden and highly effective 
way: by changing the economy in a way that turns us all into smartphone 
cattle milked for our data.
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Description

The human body is a product of society in the sense that our handling, our knowl-
edge, our feeling, and our notions of the body are defined by societal structures, 
values, technologies, and systems of ideas. On the other hand, the human body 
is a producer of society because our social organization is essentially affected 
by the physicality of acting individuals and the human body contributes to 
social production as people labor. Bodily (inter-)actions play a crucial role in the 
construction of social reality and the visual expression of an optimized body has, 
throughout history, been of interest to human societies. The topic of body poli-
tics has become ever-present – especially since the last decades of heightened 
individualization. Arthur Kroker (2012) asserts that we are “drifting through 
many different specular performances of the body” (Kroker 2012, 2) and in 
our current society, we occupy a multiplicity of bodies: imaginary, sexualized, 
disciplined, gendered, laboring, and technologically augmented.

Today, we are living in a decisive time, where technology, medical science, and 
interconnected knowledge disrupts our handling of the body and allows us 
to modify our bodies in dimensions never known before in order to push the 

‘human’ to unchartered territories. Bodies are rendered as carefully cultivated 
images, drawn into conversational practice and discursive interaction. Algo-
rithms are more and more structuring our world and they are on the forefront of 
shaping and enhancing our current and future bodies. We are increasingly inter-
twined with algorithmic calculative devices as we consume information, inhabit 
space and relate to others and to the world around us. Louise Amoore and Volha 
Piotukh sum up this current state of intertwined connection: “Just as being 
human may also be closely enmeshed with being algorithmic, these calculative 
devices also alter perception, filtering what one can see of big data landscapes, 
how one makes sense of what can be perceived” (Amoore & Piotukh 2015, 24).

Through our use of digital technologies and gadgets we expose massive chunks 
of data about ourselves and our surroundings, revealing details of our move-
ments, activities, and behaviors. Calculative devices transform the nature of 
human subjectivity, pushing at the limits of what can be read, analyzed and 
thought about (Amoore & Piotukh 2015, 37) and with new forms of data aggre-
gation come also more advanced forms of profiling human behavior, fueling 
the emergence of often poorly regulated business models and new forms of 
governmental and commercial dataveillance. Tracking regimes that we once 
have thought bizarre are becoming normal (Wolf 2010), challenging us to  
re-evaluate what normal means. By various means of seduction, coercion, lies, 
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and co-optation, “everyday life has been irresistibly colonized by forces collec-
tively known as Big Data” (Horning 2015). Corporations and state agencies use 
communications networks and digital surveillance to collect huge quantities of 
information on the activities of all individuals using their services in hopes of 
predicting their next moves.

From this data, digital profiles – digital bodies – are being created and they 
shape the treatment or response that individuals receive from state and 
non-state actors (Tactical Tech, 2021). Instead of cells and organs, digital 
bodies have data and metadata – with the connected parameters and data 
points growing day by day. Unlike a physical body that exists in one place, our 
digital bodies are scattered throughout the servers that make up the internet. 
Individuals are isolated or detached from their own digital bodies and cannot 
intervene: the digital shadows are controlled exclusively by the environment 
they live in (Lee & Toliver 2017, 6) and are increasingly exploited in order to 
model, anticipate and preemptively affect possible behaviors as well as track, 
control and suppress the flesh-and-bone individuals behind the digital bodies. 
While our physical bodies converge with digital ones, the collected data has 
more and more real-world implications.

Norbert Wiener was already sounding the alarm over 60 years ago how we 
are turning into Mechanical Turks when being interweaved to closely with big 
corporations and their tools: “When human atoms are knit into an organization 
in which they are used, not in their full right as responsible human beings, but 
as cogs and levers and rods, it matters little that their raw material is flesh and 
blood” (Wiener 1989, 185). Following Herbert Marcuse’s argumentation about 
the different forms of domination of the so called free and non-totalitarian soci-
eties, “AI may lead to new forms of manipulation, surveillance, and totalitari-
anism, not necessarily in the form of authoritarian politics but in a more hidden 
and highly effective way: by changing the economy in a way that turns us all into 
smartphone cattle milked for our data” (Coeckelbergh 2020, 103).

The series In the Heat of the Day explores algorithmic structuring of the world 
by exploring and rearranging location data from fitness trackers made available 
through the service STRAVA and visually exposing the traces we leave some-
where in the cloud, acting as a driver of debate around topics of privacy, safety, 
and obedience. Through the abstracted images and highly stylized forms and 
colors, the viewer is confronted with the idea that machines and algorithms are 
looking at us and the data our bodies are generating constantly as well as the 
question of how our movements are informing the code and vice versa.
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Fig. 1. Fabian Weiss,  
In the Heat of the Day, #1.

Fig. 2. Fabian Weiss,  
In the Heat of the Day, #2.
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Fig. 3. Fabian Weiss,  
In the Heat of the Day, #3.

Fig. 4. Fabian Weiss,  
In the Heat of the Day, #4.
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Fig. 5. Fabian Weiss, 
In the Heat of the Day, #5.

Fig. 6.  Fabian Weiss,  
In the Heat of the Day, #6.D
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